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Abstract

Numerical modeling and analyses are presented of magnetic damping of g-jitter driven fluid flow and its effect on the
solutal striation in a simplified Bridgman-Stockbarger crystal growth system under microgravity. The model devel-
opment is based on the finite element solution of the momentum, energy and solute transport equations under g-jitter
conditions in the presence of an external magnetic field. The numerical model is verified by comparison with analytical
solutions obtained for a simple parallel plate channel flow driven by g-jitter in a transverse magnetic field. Simulations
are carried out to study the behavior of convective flow and solutal transport induced by the combined g-jitter and
magnetohydrodynamic forces. Both the idealized single frequency g-jitter force and the real g-jitter perturbation taken
during space flight are considered. Results indicate that an applied magnetic field can effectively damp the velocity
caused by g-jitter and help to reduce the time variation of solute redistribution. A stronger applied field is more effective
in suppressing the convective flows and hence reducing concentration variation. It is found that g-jitter driven flows
have the same oscillation period as the driving force with or without the applied field. However, an applied magnetic
field shortens the transient period over which the flow field evolves into a quasi-steady state time harmonic oscillation
after g-jitter sets in. The flow intensity increases with an increase in g-jitter magnitude but decreases with an increase in
the applied field strength. The reduced convection in the liquid pool by the applied magnetic field results in a reduction
of the concentration oscillation. The magnetic field is very useful in suppressing the spiking velocities that are induced
by the spikes in the real g-jitter data. The damping effect is more pronounced if the magnetic field is switched on before
the onset of g-jitter disturbances. © 2001 Elsevier Science Ltd. All rights reserved.

1. Introduction

Natural convection in the melt pool from which
single crystals are grown arises from the combined ac-
tion of temperature gradients in the melt and the earth
gravity. The convective flows can have a profound effect
on the solute distribution in the liquid and thus have
important implications for the solute uniformity and
defects formation in the crystals. Microgravity created in
space vehicles has provided a unique means by which the
unwanted convective flows induced by gravity can be
significantly suppressed, thereby offering an environ-
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ment conductive to growing crystals with more uniform
solute distribution and/or in a diffusion controlled re-
gime. However, space experiments also reveal effects
that are unknown or nonexistent on Earth. One of these
effects is g-jitter or residual acceleration phenomena
associated with space vehicles. Residual accelerations or
g-jitter occurring during space processing of melts, such
as the melts from which single crystals are grown, can
cause appreciable convective flows, making it difficult to
achieve diffusion controlled single crystal growth in
space [1].

Gravity perturbation or g-jitter comes from crew
motions, mechanical vibrations (pumps, motors, exci-
tations of natural frequencies of spacecraft structures),
spacecraft maneuvers and attitude, atmospheric drag
and the Earth’s gravity gradient [2]. Studies on g-jitter
effects indicate that convection in microgravity is related
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Nomenclature

B,, b magnitude and direction (unit vector)
of applied magnetic field

C concentration

D diffusivity

e unit vector

f frequency

g, % gravity vector, gravity constant

Ha Hartmann number

ij unit vector of ith, jth component

k thermal conductivity

L melt length

n unit vector outnormal to the boundary

p, P pressure, pressure at discretized nodal
points

Pr Prandtl number

Pe, Peclet number

q flux

Ra Rayleigh number

Sc Schmidt number

tt time, unit vector tangential to the
boundary

T, T temperature, dimensionless temperature
(T = (T* - Tm)/(Th - Tm))

T, T; temperature of surroundings, reference
temperature

Thy T temperature of hot zone, melting
temperature

Tmax> Tmin» T maximum and minimum temperatures,
temperature at discretized nodal points

AT difference between Ty and Tiin

u, U velocity, velocity at discretized nodal
points

Ve growth velocity

z unit vector of z-direction

z z coordinate

Greek symbols

p thermal expansion coefficient

£ penalty parameter

0Q boundary of computational domain
\Y gradient operator

o, 0,0 shape functions for velocity,

pressure and scalars

K kinematic viscosity

A the solute segregation coefficient
u molecular viscosity

o density

a electrical conductivity
Q computational domain
Subscripts

c concentration

i,j the ith, jth component
T temperature
Superscripts

* dimensional quantity
T transpose

to the magnitude and frequency of g-jitter and to the
alignment of the gravity field with respect to the growth
direction or the direction of the temperature gradient [3—
6]. A residual gravity of 107> g,, where g, is the Earth
gravity constant, is sufficient to cause unacceptable fluid
motion in the liquid. This g-jitter induced flow motion is
intense enough to affect deleteriously the solute distri-
bution in the melt and hence the quality of the crystals
grown. The orientation of the gravity vector with respect
to the temperature gradient also plays an important role
in melt flows. The velocity attains a maximum when the
gravity vector is perpendicular to the temperature
gradient.

Numerous attempts have been made to estimate and
calculate the adverse effects of time varying g-jitter [6—
10]. These calculations are all based on numerical
models. Both 2-D and 3-D numerical models have been
developed for this purpose [4,12]. These models have
been used to study the effects associated with both
idealized single- and multiple-frequency g-jitter modu-
lations and real g-jitter data collected by accelerometer
during actual flight experiments. These studies showed
that the frequency, amplitude and spatial orientation of

the residual gravity vector all play an important role in
determining the convective flow behavior of the system.
When the residual accelerations oscillate about the
positive and negative of an axis, the orientation of this
direction relative to the density gradient determines
whether a mean flow is generated in the system [11].
Sinusoidal accelerations induce an oscillating convective
flow and composition oscillation in the liquid. The re-
sulting velocity and composition fields oscillate with the
same frequency as the affecting gravity field.

These studies have shed light on the basic nature of g-
jitter effects and have provided a thrust to devise useful
mechanisms to suppress g-jitter induced convective
flows. One technique is to apply the principle of mag-
netic damping to achieve velocity reduction. Magnetic
damping is less effective than reducing gravity for con-
vection reduction. It originates from the interaction of
the flow field of an electrically conducting fluid and an
applied magnetic field. This interaction gives rise to an
opposing Lorentz force that reduces or damps the flow
velocities in the liquid. Application of a magnetic field
has been found to be effective in controlling convection
during crystal growth from melts under terrestrial con-
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ditions and the technology is now widely practiced in the
metals and semiconductor industries [13]. While there is
a large amount of literature addressing both the basic
characteristics of g-jitter induced flows and the appli-
cation of magnetic damping to convection control in
melt growth on Earth [13-15], little research work has
been done on the assessment of the magnetic field effect
on the convective flow associated with g-jitter in
microgravity. Exceptions are the papers published by
Ma and Walker [11] and Baumgartl and Muller [12,16],
who have studied the magnetic damping effects on melt
flow driven by g-jitter. The former presented a semi-
analytical model for the magnetic field effects on g-jitter
driven thermal convection, while the latter presented a 3-
D model of melt flow driven by a single frequency g-
jitter force parallel to the thermal gradient with either
transverse or axial fields imposed. Their work showed
that magnetic fields can be used to further reduce the
melt induced by g-jitter and that higher magnetic fields
and higher frequency produce smaller melt flow. While
their work is of fundamental value in illustrating the
magnetic field effects on g-jitter induced melt flows,
critical issues remain essentially unresolved. Studies
showed that unlike the case on Earth g-jitter can not be
perfectly aligned with a thermal gradient. In fact, in a
space environment, g-jitter changes in direction and the
most deleterious flow effects result from the component
perpendicular to the thermal gradient [4]. Also, melt
flow in microgravity has little effect on thermal fields but
has a very strong effect on the solutal transport. More-
over, g-jitter is random in nature and thus an accurate
assessment of its effect in the presence of an external
magnetic field should be made by taking into consider-
ation its randomness in amplitude, direction and fre-
quency.

In this paper, a numerical analysis is presented of
magnetically-damped g-jitter driven flows and their ef-
fects on the solutal element distributions in a simplified
2-D Bridgman-Stockbarger crystal growth system. It
should be noted that in actual crystal growth system in
space, the flow structure is truly 3-D and 3-D models
should be developed to fully appreciate the complex 3-D
structure. Nonetheless, a 2-D analysis reveals some es-
sential features of g-jitter induced flows and thus pro-
vides a basis upon which 3-D models can be developed.
The 2-D analysis presented below is based on the solu-
tion of the Navier-Stokes equations for fluid flow, the
energy balance equation for the temperature distribution
and the mass balance equation for species transport in a
Ga-doped germanium melt. Numerical simulations are
conducted of the transient convective flows and solutal
redistribution in the melts under the combined action of
g-jitter and external magnetic fields. In what follows, the
numerical model development is described. The model is
checked against available analytical solutions for sim-
plified conditions. Analysis is made of the magnetic

damping effects on the flow and mass transfer induced
by both idealized single frequency g-jitter and also the
real g-jitter measurements taken during a space flight.
As is shown below, the g-jitter induced flows have more
pronounced effects on mass transport and hence the
magnetic field can be very effective in smoothing out
concentration variation in the liquid.

2. Problem statement

Fig. 1 shows a simplified 2-D version of the Bridg-
man-Stockbarger single crystal growth process under
microgravity conditions, along with the coordinate sys-
tem for analyses. This configuration is chosen because it
has been considered for space applications and numer-
ical simulations using this configuration have been
conducted by Alexander et al. [4] for melt flows and
solute transport in a g-jitter environment without an
applied magnetic field. The crystal-melt interface is lo-
cated at y = 0 and the melt is fed into the melt pool of
height L from above. The width of the cavity is W,
which is set equal to the height. The temperature at the
crystal-melt interface is kept at 7,,, and that at the inlet
and the upper side walls is held at a higher temperature
Ti,. The lower side walls are adiabatic zones. The origin
of the coordinate system is at the lower left corner of the
cavity. In practice the solidification of a dilute two-
component melt takes place as the ampoule is translated
through fixed hot and cold zones. The translation of the
ampoule is simulated by supplying a doped melt of bulk
composition ¢ and density p at a constant velocity ¥, at
the top of the computational space (inlet). The ampoule
is fed into the melt zone and the solidified alloy of
composition ¢ is withdrawn from below [4].

y INLET(Va) T=T,  ——3(b)
T
HOT ZONE
T=Th T=Ts
L
MELT
ADIABATIC
ZONE
NN
CRYSTAL-MELT INTERFACE
W=2R

Fig. 1. Schematic representation of the natural convection
problems in a 2-D cavity in a microgravity environment.
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In a typical microgravity environment, the residual
acceleration experienced by the spacecraft is com-
posed of a steady component and a time-dependent
component. The magnitude of the time-dependent
component is much greater than that of the steady
component. In this paper we consider the time
dependent acceleration (g-jitter) represented by the
following expression,

N
g(") =) g sin(2nf;1)e. (1)
n=1

Here the asterisks designate the dimensional quantities.
The direction of the residual gravity is set to be parallel
to the crystal-melt interface in the present work, which
has the most detrimental effects in terms of convective
flows [4]. We also consider the real g-jitter data taken
during a space flight. The above crystal growth system is
immersed in a DC magnetic field in the y-direction,
which is intended to damp the g-jitter induced convec-
tion.

Our primary objective is to study the g-jitter-driven
melt flow and the effect of the magnetic field on the flow
in the system as described above. As a first approxima-
tion, the solidification phenomena are not considered in
the present study and thus the melt—crystal interface is
held flat. The melt flow, heat and mass transport in the
2-D cavity as illustrated in Fig. 1 are governed by
the continuity equation, the Navier—Stokes equations,
the energy balance equation and the species conserva-
tion equation in the presence of an external magnetic
field. These equations may be written in a nondimen-
sionalized form as follows [17,18]:

V-u=0 (2)
Ou )
E+U~Vu: —Vp + PrV°u — RaPrg(1)6

+ Ha’Pr(u x b x b), (3)
or
—+4u-VT = VT, 4)
ot
Sc (oC e

The last term in Eq. (3) represents the effect of the Lo-
rentz force that arises from the application of an exter-
nal magnetic field. In deriving the above equations, the
following scales are used: x/L for velocity, L for length,
L?/x for time, px?/L* for pressure and g for gravity.
Furthermore, g(¢) can be expressed as

g(1) = > g, sin(2nf, e, (6)

where f, is scaled by x/L?. The dimensionless par-
ameters are defined as

T — T)L?
RQZM7 Ha:BOL\/E,
VK u

v V,L V
Pr=—, Pey=-—, Sc=—.
K eTp T h

()

The boundary conditions for the system under consid-
eration are given by

_ PegPr

0=0, u-n= o uxn=0,
n-VC=Pe,(l1-2)C atY=0, (8)
0=1, u~n:—PegPr7 uxn=0,
Sc
n-VC=—Pe,(C—1) atY=1, 9)
_ PegPr

u-t=

‘n=0 -VC =0;
Se ’ u-n ’ n ’

along the two sides § = 1 along the hot zone side; and
n- VT = 0 along the adiabatic zone.

3. The finite element solution

The above governing equations along with the
boundary conditions are solved using the Galerkin finite
element method. The stiffness matrix is obtained by
using Galerkin’s method of Weighted Residuals. Fol-
lowing the procedures given in [17,19], the governing
equations are recast in integral forms

(/Qw?.w)TdV)U,:—e(/QWdV)P, (10)

du;
(/Q¢¢Tdv>w+ (/Qq5u~V</>TdV>U,~
- (/i-v¢¢TdV)P+ (/Prv¢-v¢TdV>U,-
Q JQ

4 (LH(;.V¢)g.v¢T)dv>U,+ (/QRaPrqSHngV)T

:/ n-r~f¢dS+/qSHazPr(uxbxb)dV, (11)
JoQ JQ
(/OOTdV)d—T—i— (/0u~V0TdV)T
o de Q
+ (/VO‘VOTdV>T: —/ qr0ds, (12)
Q 0Q

Sc dC Sc
Zp0Tdy ) = Zu-voldy|C
( o Pr >df+< o Pr uv )

+ </V@~V€TdV)C:f/ q.0ds. (13)
Q 0Q

Once the form of shape functions ¢,60, and  are
specified, the integrals defined in the above equations
can be expressed in matrix form. Combining the mo-
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mentum and energy equations into a single matrix
equation gives rise to the following element stiffness
matrix equation:

M 0 07U

0 Ny 0 T
0 0 Ncl| €

[A(U) +K+1EM,'E" B 0

+ 0 D7(U)+ Ly 0
i 0 0 Dc(U) + Lc
(U F

x| T|=1Gs (14)
Ke Gc

Note that in constructing the above element matrix
equation, the penalty formulation has been applied, and
P in the momentum equation is substituted by
%M;IETU. The assembled global matrix equations are
stored in the skyline form and solved using the Gaussian
elimination method. The coefficient matrices of Eq. (14)
above are calculated by

NT=/90TdV,
Q
M:/@@Tdr/,

Q

_ Sc T

ch/QPrea v,
Ei:/?-V@//TdV,

Q
ch/VQ-VOTdV,

Q
LT:/V9~V0TdV,

Q
A(U):/¢u~V6TdV,

Q
[ Sc T

D;(U) = /QOu -VOTdv,

129

M, = / Yyt dv, B= / (RaPrgp0™)dV,
o] o]
Table 1
Parameters used in calculations
Property Value
Thermal conductivity of the melt (k) 17WK'!'m!
Heat capacity of the melt (C,) 0397 g ' K!

Density of the melt (p)

Kinematic viscosity of the melt (v)
Solute diffusivity (D)

Thermal diffusivity of the melt (k)
Thermal expansion coefficient (/)

Dimensionless parameters
Prandtl number (Pr)
Peclet number (Pe)
Rayleigh number (Ra)
Hartmann number (Ha)
Schmidt number (Sc)

Scale parameters

Velocity scale (U, = x/L)
Time scale (f, = L?/x)
Frequency scale (f, = x/L?)

Operating conditions

Hot zone temperature (7;)

Distance between inlet and interface (L)
Interface temperature (7;,)

Translation rate (V;,)

Gravity (g)/frequency (Hz)

Magnetic field B,

5.6 10° kgm™®
1.3x 1077 m? s7!
1.3x 1078 m? s7!
1.3x107° m?s!
25%x 104 K™!

Value

0.01

5.0

1.45 x 10° (on the Earth value)
10-100

10

Value

1.3 x 1073
100/13
0.13

Value

1331 K

0.01 m

1231 K
6.5x10°m s
1073g,/0.1
0.022-0.22 T

* 1gp = 9.8 ms2.
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= - e . . T ;. 3 T .
Ge = /cheds’ K, (/QPer ) dV)a,I+/QPr( V) (- Vel dr

Gr =~ [ aroas,
Joo 4. Results and discussion

The transient finite element model described above
F = / n-tpdS +/ GHA*Pr(u x b x b)dV, enables the prediction of the transient convective flows
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Fig. 2. Meshes and initial conditions for transient simulations: (a) finite element mesh used for computation, (b) thermal profile,
(¢) initial velocity profile (Unax = 0.005536), and (d) initial isoconcentration profile. The initial profiles are the steady state fluid flow,
thermal and solute distributions caused by g = 1 x 10°g, acting in the x-direction.
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driven by g-jitter, the temperature distribution and the and analytical solutions for a wide variety of flows and
solutal redistribution in the melt with and/or without an thermal problems. A selection of computed results is
applied magnetic field. The calculations were performed presented below and the parameters used for calcula-
using a finite element code that was developed by our tions are given in Table 1 [4]. Unless otherwise indicated,
research group. The code employs the backward Euler the transient calculations begin with an initial thermal
(or implicit) time difference scheme, with automatic time and fluid flow field obtained with a constant gravity field
step control, and the penalty method for pressure ap- of g=1x107%g, acting in the direction perpendicular
proximation. The computer code was checked against to the growth direction. The external magnetic fields for
other available commercial codes for fluid flow and all the calculations are oriented parallel to the y-direc-
thermal calculations, including FIDAP and FLUENT, tion.
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Fig. 3. The dynamic development of the velocity field caused by a time varying g-jitter driving force in the absence of a magnetic field:
(@) t = 0.325, Unax = 0.09797; (b) t = 0.65, Upax = 0.1425; (¢) t = 0.975, Upax = 0.04124; and (d) £ = 1.3, Upax = 0.06911.



analytical solutions, the height-to-width aspect ratio
was set at 5, which was found to be sufficient to sim-
ulate the infinitely long parallel plate geometry. It was
found that the numerical results are in excellent agree-
ment with the analytical solutions for this idealized
system. The details of the comparison are documented
in a recent thesis [17].

Studies based on analytical solutions [20] further
suggest that in the presence of a magnetic field, the
Hartmann layer develops near the solid boundary. For a
flow driven by oscillating forces, the Hartmann layer is

B. Pan et al. | International Journal of Heat and Mass Transfer 45 (2002) 125-144

To further assess the code predictability for the

magnetic damping effects on g-jitter driven flows, the
finite element results were compared with the analytical

solutions obtained for convective flows in a simple
suming that the fluid is pumped through a long channel

by an oscillating buoyancy force in the presence of a
transverse magnetic field and that the channel is long
enough to ensure a 1-D flow with end effects neglected.

To ensure the comparison between the numerical and

parallel plate geometry subject to a transverse magnetic
field [20]. The analytical solution is obtained by as-
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Fig. 4. The evolution of a magnetically damped flow field driven by a time varying g-jitter component with an applied magnetic field

Ha = 50 and other conditions the same as in Fig. 6: (a) t = 0.325,

Unax = 0.03576; and (d) ¢ = 1.3, Upae = 0.01778.
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dependent upon both the frequency of the oscillating
forces and the applied magnetic field strength [20]. In
general, the Hartmann layer is thinner for an oscillating
force than for a constant force. These analytical solu-
tions serve as a good guideline for developing finite el-
ement meshes for numerical simulations. Mesh
dependence is tested for a flow with a Hartmann number
of 100, which represents the worst scenario to be studied
in this paper. Various mesh distributions were used. It

was found that the flow field is modeled well with four 4-
node finite elements in the Hartmann boundary layer.
The results remain basically the same with a further
increase in number of elements in the Hartmann layer.
Based on this testing, a mesh of 1296 4-node finite el-
ements was used, as shown in Fig. 2(a), for the com-
puted results presented below.

With the finite element model described above, the
g-jitter driven flows, thermal field and solutal

(©

(d)

Fig. 5. Time variation of concentration distribution in the melt in the absence of an applied magnetic field: (a) ¢ = 0.325, (b) ¢ = 1.3,

(¢) t=2.925, and (d) t = 11.7.
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redistribution in the system can be analyzed. Fig. 2(b)
depicts the computed temperature distribution in the
system. For all the cases studied, the temperature
profile remains basically the same and is practically
unaffected by natural convection in the pool. This is
as expected because the Prandtl number is small for
the melt being studied (Pr = v/ = 0.01); thus thermal
transport is dominated by conduction. The fluid flow
and solute transport, however, are strongly dependent

upon the g-jitter characteristics and the applied mag-
netic field.

To model the effect of g-jitter perturbation on the fluid
flow, the space flight is first envisioned to be in an un-
disturbed condition that permits steady state natural
convection and then g-jitter sets in to perturb the existing
fluid flow field. The steady state fluid flow field and tem-
perature and solute distributions, which are used as initial
conditions for transient calculations presented below, are

(b)

9.70

(c)

Fig. 6. Time variation of concentration distribution in the melt with an applied magnetic field Ha = 100: (a) ¢ = 0.325, (b) t = 1.3,

(c) t=2.925, and (d) r = 11.7.

(d)
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calculated using a constant microgravity force acting
perpendicular to the y-direction, as stated earlier. This
orientation was chosen because it produces the most se-
vere effects on the fluid flow fields [4-6]. The calculated
results are shown in Fig. 2(c) and (d). Note that Alexander
et al. [4] also did the same calculations using the spectral
method and our results are the same as theirs; thereby
providing a further verification on our calculations.
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Fig. 3 illustrates a set of dynamically developing
melt flow recirculation patterns that evolved from those
depicted in Fig. 2(c) and (d) when a single frequency g-
jitter perturbation sets in. The perturbation is assumed
to oscillate in time harmonically and follows a sine
function, g*(¢*) = 1073gy sin(0.2nt*). Clearly, the fluid
flow field is dominated by a single recirculating loop
over the entire cavity and the flow loop oscillates in
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Fig. 7. The effects of a magnetic field on the oscillation of velocities and concentration at some points in the liquid pool with single
frequency g-jitter: (a and c) at point (x = 0.5, y = 0.08); (b and d) at point (x = 0.5, y = 0.5).
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direction in response to the g-jitter driving force. Fig.
3(c) captures the moment at which the reversal of the
gravity force causes the anti-clockwise rotation to be
replaced by the emerging, clockwise rotating flow cell.
Comparison of Fig. 3(a) and (d) shows that the rotation
is completely reversed over the first oscillation period.
Further analysis indicates that for this case the flow
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field evolves to a quasi-steady state with a defined fre-
quency approximately five irregular periods after g-jitter
sets in.

A set of evolving fluid flow cells is calculated using
the same conditions as those in Fig. 3 but with an
applied magnetic field. The results are plotted in Fig. 4
for one oscillation period corresponding to that in
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Fig. 8. Time variation of solutal distribution along the solid-liquid interface (y = 0) in the presence of magnetic fields: (a) Ha =0,
(b) Ha = 50, (¢) Ha = 100, and (d) maximum deviation ratio of solute concentration.



B. Pan et al. | International Journal of Heat and Mass Transfer 45 (2002) 125-144

Fig. 3. In this case, the magnetic field is applied in the
y-direction when g-jitter becomes active. Unless oth-
erwise indicated, the same is also assumed for other
cases discussed below. In comparison with Fig. 3, it is
clear that with an applied magnetic field, the flow in-
tensity is reduced and the maximum velocity becomes
smaller. The flow evolution pattern is also different.
Over the first period when g-jitter is on, the flow ex-
hibits a regular repetition in rotation directions and
flow cell structure, as indicated by Fig. 4(a) and (c).
Results of velocities obtained for other ensuing time
periods show basically the same transient behavior.
Additional simulations indicate that an increase in
magnetic field strength further reduces the magnitude
of the velocity and shifts the phase angle, but it does
not change the basic pattern of the oscillating fluid
flow field.

The convection in the liquid pool can have a signifi-
cant effect on the solutal distribution during crystal
growth. To investigate this effect in an oscillating flow
field, the time dependent concentration profiles in the
melt are plotted in Figs. 5 and 6 with and without a
magnetic field applied, respectively. From Fig. 5, it is
apparent that in the absence of an applied field, the
concentration profile evolves as velocity changes and the
g-jitter induced flow strongly affects the solutal transport
in the melt. This is in contrast with Fig. 6, where the
transient development of concentration profiles is shown
in the presence of an external magnetic field. Obviously,
the solute striation is much reduced, which is a direct
consequence of the reduction of convection by the ap-
plied magnetic field.
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To further investigate the effect of the magnetic field
on the single frequency g-jitter induced flows, the ve-
locity and solute oscillations are plotted in Fig. 7 as a
function of time at some specific locations in the melt
pool. As a comparison, the driving g-jitter force (g(¢)) is
also plotted. Important features of flow behavior may be
summarized as follows. First, the flows oscillate with the
same frequency as the driving force. This holds true
whether or not an external magnetic field is present. The
flow intensity is suppressed by an external magnetic
field. A higher magnetic field produces a more pro-
nounced damping effect. Second, the g-jitter induced
flows lag behind the driving force and the phase angle
varies with geometric locations. The application of a
magnetic field changes the phase angles but not the
frequency. A higher magnetic field causes the melt to
oscillate more closely in phase (see Fig. 7(a)) with the
frequency of the driving g-jitter. Finally, with applied
magnetic fields, the time over which flow develops into a
quasi-steady state is shortened. For the results shown,
the flow reaches a quasi-steady state after only one pe-
riod of oscillation with applied magnetic fields, whereas
it takes approximately five oscillation periods when a
magnetic field is absent.

Examination of the results in Fig. 7 also shows that
shortly after the g-jitter perturbation sets in the con-
centration field is severely disturbed by the flow field.
Afterwards, the concentration oscillates at the same
frequency as the flow and gradually approaches to a
steady state mean value. With an applied magnetic field,
the concentration field quickly reaches a quasi-steady
state and oscillates around a stable mean value. The
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Fig. 9. Signature of g-jitter data in the x and y directions as a function of time registered by an accelerometer aboard the Space Shuttle,

where time is measured in seconds.
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where the solutal distribution along the solid-liquid

amplitude of the oscillation is also reduced significantly

0) is plotted as a function of time. In

the absence of an external field, a strong striation of

interface (y

with an applied magnetic field, suggesting that the local

variation of the concentration becomes smaller because
of reduced flow intensity. Also, a stronger magnetic

the concentration across the interface exists and

evolves with time. The oscillating convective flows
force the concentration to change above and below

the mean value of 10 (dimensionless), as seen in Fig.

field is more effective in reducing the concentration

variation.

The effect of an applied magnetic field on the
concentration field is further illustrated in Fig. 8§,

8(a). There is a drastic variation across the interface
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Fig. 10. Time development of a real g-jitter induced velocity field in the presence of an applied magnetic field: (a) t = 12.22, Ha

(b) t = 1248, Ha = 0; (c) t = 12.74, Ha = 0; and (d) ¢ = 12.22-12.48, Ha = 50.
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during the first 154 cycles of oscillation (dimensionless
time ¢ = 0-200). The striation decreases and finally
settles at 0.04 after t=455 (or 350 cycles of oscilla-
tion), as shown in Fig. 8(d). With applied magnetic
fields, the solutal striation across the solid-liquid in-
terface is greatly reduced. Furthermore, the solutal
striation decreases with an increase in the applied field
strength (see Fig. 8(b) and (c)). There exists also a
period over which concentration changes drastically
across the interface. However, the deviation
(|maximum-minimum|/mean) reduces to about 0.04
within ¢ = 100 and finally settles at a value of 0.002, in
the presence of magnetic fields.

Inspection of the velocity results shown above and
those obtained by additional simulations suggests that
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the velocity field in general may be approximately
represented by U(x,y;t) = Uyn(x, ) sin(wt + ¢) where
U.m(x,y) is the amplitude and ¢ is the phase angle,
which is a function of location and velocity compo-
nents. This is also consistent with the conclusions
obtained based on the analytical solutions [20]. As a
result, U,,, may be used as an indicator of the velocity
intensity. Simulations show that the flow amplitude,
U.n, is approximately proportional to the amplitude
of the g-jitter perturbation and it decreases with an
increase in the applied magnetic field. With the same
magnetic field strength, the damping effects are pro-
nounced on the velocity field with higher amplitudes.

Numerical simulations have also been carried out
for a range of frequencies and amplitudes. For the
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Fig. 11. Time variation of real g-jitter induced velocities at some points as a function of applied magnetic fields: (a) at point
(x=0.5, y =0.08); (b) at point (x = 0.08, y = 0.5); (c) at point (x = 0.5, y = 0.5); and (d) at point (x = 0.92, y =0.5).
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system under consideration, the results show that the
basic oscillating fluid flow and concentration patterns
are very similar to those shown above. For a g-jitter
component with frequency=0.001 Hz, computed re-
sults duplicate those given in [4], further confirming
the accuracy of our numerical computations. The re-
sults also indicate that the applied frequency can have
a significant effect on both fluid flow intensity and
concentration distribution. The flow intensity, U,y, is
found to be inversely related to the frequency of a g-
jitter disturbance and increases with a decreasing fre-
quency. This provides a confirmation on the same
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conclusions reached by analytical analyses [20]. The
applied magnetic field is useful in damping the flows
induced by the entire frequency range studied, and in
particular, is more effective in damping out the lower
frequency g-jitter induced flows.

While the idealized single frequency g-jitter force
approximation is very valuable in helping to develop a
fundamental understanding of the basic behavior of
oscillating convective flows and concentration striation
in the melt, it by no means can be used to fully represent
real g-jitter perturbations. In fact, real g-jitter occurs
randomly in direction, time and magnitude. Fig. 9 plots
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Fig. 12. Effect of magnetic fields on time variation of concentration at some points in the melt under the influence of real g-jitter: (a) at
point (x = 0.5, y = 0.08); (b) at point (x = 0.08, y = 0.5); (c) at point (x = 0.5, y = 0.5); and (d) at point (x = 0.92, y = 0.5).
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real g-jitter data measured during space flight. The ve-
locity fields calculated using these real g-jitter data, with
the initial field given in Fig. 3, are depicted in Fig. 10
with and without the presence of an applied magnetic
field. The disturbance of the fluid flow field is apparent
when the g-jitter takes effect. However, the perturbation
is rather small and has a magnitude similar to the
growth velocity for the present case in the absence of a
magnetic field. This is in sharp contrast with the velocity
field, which is almost uniform, when a magnetic field is
applied (see Fig. 10(d)). The damping effect of a mag-
netic field on the g-jitter driven flows is further illus-
trated in Fig. 11, where the velocity fluctuations are
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plotted at different locations for the time period when
the g-jitter is active. Apparently, the applied magnetic
field causes a great reduction of flow velocity and is very
effective in counterbalancing the effect of the g-jitter. The
magnetic damping effect becomes even more pro-
nounced for the spiking velocities that arise from the
spikes of the g-jitter driving force. This provides a con-
firmation of the single frequency studies, which showed
that the flow field induced by a higher g-jitter force is
even more effectively reduced with an applied magnetic
field.

The reduction of the velocity field leads to a more
uniform solute distribution in the melt, as shown in

10.75

10.50

10.25

10.00

9.75

Dimensionless solute concentration C

9.50

9.25 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

(@) Dimensionless coordinate X

10.75
o 10.50
c
8 —— 1.1=0.13
s —— 2.t=78
£ 1025 - ——- 3.1=15.6
2 ——— 4.1=27
8
2
> 10.00 +
[=}
w
7
K
§ 975 -
0
C
[
£
2 9501

9.25 T T T T

0.0 0.2 0.4 0.6 0.8 1.0

(c) Dimensionless coordinate X

9.25 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

(b) Dimensionless coordinate X

0.12
_g 0.11 ;\\'g-\-;,\__
§ 0.10 \\ ~.
Q
§ \\ T

0.09 S~
\ .
3
s 0.08
2 N
© -
c 0.07 \
% N
'g 0.06 N
° ~N
€ 0.5 A
E ——- Ha=0 ~
x ——— Ha=50 ~
= 0.04 1 Ha=100

0.03 T T T T T

0 5 10 15 20 25

(d) Dimensionless time t

Fig. 13. Magnetic damping effects on the transient development of solute distribution along the solid-liquid interface (¥ = 0) under
the influence of real g-jitter: (a) Ha = 0, (b) Ha = 50, and (c) Ha = 100.



142 B. Pan et al. | International Journal of Heat and Mass Transfer 45 (2002) 125-144

Fig. 12, where the time dependent concentration is
plotted at several points for the period when the g-
jitter is present. The solute striation along the lower
solid-liquid interface (or solidification front) is also
plotted in Fig. 13 at selected times after the real g-
jitter sets in. Inspection of these results clearly
suggests that a magnetic field is very effective in
suppressing the time variation of concentration in the
liquid pool.

The results discussed so far were obtained by ap-
plying the magnetic field at the onset of g-jitter dis-
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turbances. This should be an optimal choice from the
standpoint of energy consumption. Another choice
would be to leave the magnetic field on at all times
during space flight. Numerical simulations were also
conducted for both idealized and real g-jitter cases. The
computed results of concentration striation along
the solid-liquid interface are shown in Fig. 14 when the
real g-jitter data were used. The calculations started
with an initial flow, thermal and solution fields induced
by a constant microgravity (g(¢) = 10-°g) oriented in
the x-direction but with a magnetic field (Ha = 50)
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Fig. 14. Effect of initial conditions on the dynamic development of solute distribution along the solid-liquid interface (¥ = 0) under
the combined influence of real g-jitter and applied magnetic fields: (a) Ha = 0, (b) Ha = 50, and (c) Ha = 100. The initial conditions are
calculated using the same parameters as in Fig. 2 but with an applied magnetic field (Ha = 50).
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switched on prior to the onset of g-jitter. As a result,
the initial flow field is much more quiescent. Compar-
ison of these results with those in Fig. 13 indicates that
the applied magnetic fields are very beneficial in sup-
pressing the solutal striation and become more effective
if they are switched on before the g-jitter disturbance
sets in. Numerical simulations also showed that the
same holds true for the idealized single frequency
g-jitter.

5. Concluding remarks

This paper has presented a finite element model for
the transient fluid flow, heat transfer and solute trans-
port in the Bridgmann-Stockbarger single crystal
growth processes. The numerical model development
was based on the finite element solution of the fluid flow,
energy and solute balance equations with an applied
static magnetic field. The model was checked against
available analytical solutions for some simplified ge-
ometry. Numerical simulations were carried out to study
fluid flow, heat and mass transfer phenomena induced
by the idealized single frequency and real g-jitter dis-
turbances with and without an applied magnetic field.
Computed results were presented to illustrate effects of
various parameters on both the fluid flow and solute
distributions in the melt pool. These results show that an
applied magnetic field is very effective in suppressing
unwanted g-jitter driven flow oscillation, thereby
smoothing out solute striation in the liquid pool. It was
found that flow induced by g-jitter follows the same
oscillation frequency as the driving force with or without
the applied field. However, with an applied magnetic
field, the transient period after g-jitter sets in over which
the flow field evolves to be quasi-steady state with time
harmonic oscillation is reduced. The velocity intensity
increases with an increase in g-jitter magnitude but de-
creases with an increase in the applied field strength. A
time-varying concentration distribution results from g-
jitter driven flows and this time variation is reduced with
an applied magnetic field. The magnetic field is also very
useful in suppressing the spiking velocities that result
from the spikes in the real g-jitter data. The magnetic
damping effects are more pronounced if the field is
switched on before the occurrence of g-jitter distur-
bances.
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